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Community-driven and field survey imagery plays a crucial role in assessing 

disaster impacts by providing data on damage levels, locations, and extent. This 

study presents a framework to improve geolocation calibration in such 

imagery, enhancing the accuracy of disaster impact assessments and 

geodatabases. By leveraging similarity models for image retrieval and applying the 

haversine formula to refine search radii based on coordinates, our approach 

addresses geocoding limitations and enables more precise damage mapping 

across diverse disaster events.

For this case study, we analyzed data from the 2023 tornado in Norman, Oklahoma, 

using the NOAA database[1] to evaluate our framework. We compared the NOAA 

dataset with Google Street View images to align coordinates for each image. Our 

framework utilized open-source models, including CLIP[2] and DreamSim[3], to 

compute similarity metrics. These models were applied to both original images 

with background context and cropped images focusing on buildings. Attention 

maps further highlighted the models' focal points, enriching the analysis.

By addressing data uncertainty to improve geolocation accuracy, our framework 

offers a novel approach to improve disaster related geodatabase This can help 

communities generate detailed and reliable damage maps, enabling more precise 

interventions and optimizing resource allocation for disaster response and recovery 

through advanced AI tools.
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Data sources: Data Sources: NOAA Damage Assessment Toolkit (2023 Norman, 

OK tornado) and Google Street View (GSV). Deep Model Analysis: While DreamSim provide similarity rankings, further analysis 

is needed to identify patterns, improve interpretability, and address biases.

Generalizability: Our framework is limited by geographic scope, damage levels, 

and background artifacts. Future studies should extend its application to diverse 

regions and more severely damaged structures.

NOAA Dataset Sample Images

CLIP

35.1937, -97.3987 35.1936, -97.398835.1733, -97.4333

GSV Dataset Sample Image

35.32178, -97.2123 35.24687, -97.32171 35.212072, -97.392560

DreamSim

Building Detection and Image Cropping

NOAA GSV

Limitations and Future Work

• Fine-tuned Faster R-CNN  with Building Dataset[4]

• Bounding Boxes for Buildings in Unseen Datasets (NOAA, GSV)

Image Retrieval Results

https://apps.dat.noaa.gov/stormdamage/damageviewer/
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